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ABSTRACT. Objective: Attrition bias is an important issue in survey 
research on alcohol, tobacco, and other drug use. The issue is even more 
salient for Internet studies, because these studies often have higher rates 
of attrition than face-to-face or telephone surveys, and there is limited 
research examining the issue in the fi eld of drug usage, specifi cally for 
college underclassmen. This study assessed whether measures of high-
risk drinking and alcohol-related consequences were related to attrition 
groups (“stayers” or “leavers”) in a cohort of college freshmen. Method: 
Data were collected in 2003 and 2004 from 2,144 fi rst-year college stu-
dents at 10 universities in the southeastern United States. Demographics, 
indicators of high-risk drinking, and alcohol-related consequences were 

compared between cohort stayers and leavers in statistical analyses using 
two methods. Results: Analyses indicated that cohort leavers reported 
signifi cantly higher levels of high-risk drinking (past-30-day heavy epi-
sodic drinking, weekly drunkenness) and past-30-day smoking but not 
signifi cantly increased alcohol-related consequences. The directionality 
of bias was modestly consistent across outcomes and comparison meth-
ods. Conclusions: The current study’s fi ndings suggest that intervention 
efforts to reduce smoking or high-risk drinking need to consider attrition 
bias during study follow-up or account for it in analyses. (J. Stud. Alcohol 
Drugs 70: 606-614, 2009)

THE SURVEY-BASED METHOD is one of the most 
commonly used approaches for assessing the preva-

lence of high-risk drinking and related behaviors and the 
consequences of alcohol consumption (McCabe et al., 
2006). Although new media such as the Internet and cellular 
phones have created exciting opportunities for researchers 
to reach specifi c populations in cost-effective and effi cient 
ways (Comley, 2000; Rhodes et al., 2003), old and persistent 
problems in cohort studies, such as lower follow-up rates 
and attrition bias, remain a concern. Attrition bias is an im-
portant issue in cohort studies of college alcohol use—and 
potentially even more so in Internet studies—because in this 
setting greater rates of attrition typically exist (although this 
does not necessarily imply there is an attrition bias).
 This study focuses on attrition bias using data from a 
cohort of college freshmen concerning their alcohol use and 
related consequences. Attrition is defi ned as loss of partici-
pants (and their subsequent data) during follow-up (Bailey 
et al., 1992; Cox et al., 1998; Grekin et al., 2007; Jessor 
and Jessor, 1975; Locke and Newcomb, 2003; Paschall and 
Freisthlet, 2003; Prescott and Kendler, 2001). Defi nitions 
of attrition bias have differed slightly in previous literature: 

Miller and Wright (1995) state that “attrition results in a 
potential threat of bias if those who drop out have unique 
characteristics such that remaining sample ceases to be rep-
resentative of the original sample” (p. 921).
 This defi nition echoes that of Cuddeback et al. (2004): 
“Selected individuals may agree to participate but then be 
‘lost’ over time to transience, incarceration, death, or other 
reasons. The fi nal sample might be biased if the individuals 
who are lost differ in some systematic way from the par-
ticipants who remain. This is known as attrition bias” (p. 
20). Miller and Hollist (2007) agreed with this theme, com-
menting that “attrition of the original sample represents a 
potential threat of bias if those who drop out of the study 
are systematically different from those who remain in the 
study. The result is that the remaining sample becomes dif-
ferent from the original sample, resulting in what is known 
as attrition bias” (p. 57). McGuigan et al. (1997) remark that 
“if attrition is systematically related to outcomes of interest 
and if nonresponse adjustments are made, bias may result” 
(p. 554).
 Researchers should be cognizant of the difference be-
tween attrition and attrition bias. Attrition does not neces-
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sarily imply there is attrition bias, even if attrition is high 
(Outes-Leon and Dercon, 2008). From a statistical perspec-
tive, high attrition rate and hence smaller sample size leads 
to a decrease in the precision of estimates of population pa-
rameters (e.g., because sample size is in the denominator of 
the formula for standard error used in confi dence intervals) 
and lower statistical power to detect associations.
 This issue of decreased precision is distinct from the issue 
of attrition bias. Although a high attrition rate may suggest 
potential problems in the design of the survey, it does not 
necessarily imply the presence of attrition bias, which oc-
curs when there is a systematic difference between “stayers” 
(those who remain in the cohort sample) and “leavers” (those 
who drop out of the cohort and subsequently have missing 
data) in terms of the outcome variables of interest, regardless 
of the magnitude of the follow-up rate.
 Attrition bias threatens results and conclusions from alco-
hol studies on college students for many reasons. As pointed 
out by Miller and Hollist (2007), attrition bias can affect the 
external and internal validity of the study. They consider the 
external validity of the study in danger if the composition of 
the sample changes to the point (from leavers dropping out) 
that results are no longer generalizable to the original study 
population. The internal validity of the study can be affected 
if associations among study variables are substantially af-
fected or if differential dropout in a treatment group design 
is observed.
 Several approaches for assessing attrition bias have been 
used in prior studies. These strategies can be grouped into 
two categories: ones for detecting attrition bias and ones that 
attempt to correct or account for attrition bias in analyses. 
For detecting attrition bias, previous studies have used the 
following: (1) bivariate comparisons of baseline data for 
stayers versus leavers, (2) multivariable comparisons of base-
line data for stayers versus leavers, (3) comparing individual 
correlation coeffi cients from variables using the entire overall 
sample at baseline with those using the longitudinal sample 
of only stayers using Fisher’s z tests, and (4) comparing the 
correlation matrices of the entire overall sample at baseline 
with the longitudinal sample of only stayers using a test of 
invariance (Miller and Wright, 1995).
 Tests of invariance for entire correlation matrices seem 
like an improvement over individual tests for correlation 
coeffi cients in terms of multiplicity and Type I error con-
siderations (i.e., one p value for invariance test vs many 
individual p values from different correlations). Cuddeback 
et al. (2004) remark that bivariate comparisons of stayers and 
leavers cannot be used to estimate the independent effects of 
variables used to determine differences between stayers and 
leavers on outcomes but, instead, that multivariable compari-
sons better accomplish this.
 Bivariate comparisons of stayers versus leavers on base-
line data appear to be one of the most common strategies 
for detecting attrition group differences (Bailey et al., 1992; 

Boys et al., 2003; Cox et al., 1998; Miller and Wright, 1995; 
Prescott and Kendler, 2001; Smith et al., 1995; White et al., 
2006). The drawback of this approach is that the same com-
parisons on the missing follow-up data could result in differ-
ent conclusions, but unfortunately this is not checkable. One 
could also investigate how consistent (correlated) stayers’ 
data are from baseline to follow-up in an attempt to validate 
baseline comparisons, but this may or may not generalize to 
leavers and could be confounded with intervention group in 
an intervention study design setting.
 For explicitly accounting for attrition bias, previous stud-
ies have explored the following: (1) using logistic regression 
where attrition group (stayer, leaver) is the outcome and 
compute weights from predicted probabilities to use in sub-
sequent weighted outcome analyses (McGuigan et al., 1997), 
(2) selection modeling where a probit model for attrition and 
a regression model for the outcome are used, with focus on 
the test of correlated error terms between the two models for 
a signifi cance test of attrition bias (McGuigan et al., 1997), 
(3) comparing analyses based on all available data using 
maximum likelihood methods with those with complete-case 
data (stayers only), (4) using multiple imputation to fi rst im-
pute missing follow-up data from leavers and then analyze 
the imputed data (Schafer and Graham, 2002).
 Martino et al. (2005) used weighting created from mod-
eling attrition groups and commented that weighting in 
analysis of outcomes had removed “more than 90% of the 
bias caused by attrition” (p. 141). In a study by McGuigan 
et al. (1997), they concluded that weighting performed bet-
ter than selection modeling but only because the underly-
ing assumptions of selection modeling were not satisfi ed. 
However, Schafer and Graham (2002) propose that using all 
available data from stayers and leavers in a maximum likeli-
hood methods–based analysis or using multiple imputation is 
the practical state of the art for missing data. They conclude 
that either of these two is better than weighting but do not 
consider selection modeling.
 One assumption in selection modeling is that the model 
for attrition is not misspecifi ed (no omitted predictors, in-
teractions, or higher order terms). Selection modeling also 
assumes selection on observables, which is equivalent to the 
“missing at random” (MAR) assumption (Fitzgerald et al., 
1998). The MAR assumption is the same assumption that 
underlies methods based on maximum likelihood with all 
available data and using multiple imputation as well. The lit-
erature on these methods is rich, especially in economics for 
selection models and in statistics for missing data analyses 
assuming MAR.
 Data that are missing at random assume that missing data 
(the value of the outcome at follow-up that is missing) can 
depend on observed data (covariates, previous follow-up 
values of outcome, baseline value of outcome) but not on 
the missing outcome itself. For example, the MAR assump-
tion would hold if a student’s eventual attrition group status 
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at follow-up was dependent on his or her outcome value at 
baseline or measured demographics but not dependent on the 
actual outcome value at follow-up itself (which is missing).
 If this dependency on missing outcome does occur, this 
is known as informative dropout. The diffi culty in attempt-
ing to check the MAR assumption is that one cannot check 
if attrition grouping is dependent on the outcome value at 
follow-up because the outcome value at follow-up was not 
observed. However, Collins et al. (2001) showed that non-
MAR data that assume MAR may have a smaller impact on 
results. Schafer and Graham (2002) reiterate that in some 
practical applications, departures from MAR may not be 
large enough to invalidate results from analysis that assumes 
MAR.
 Another strategy outside of statistical analysis of attri-
tion is to conduct follow-up studies on leavers, often using 
alternative modes of contact. For example, leavers could be 
contacted by phone, residence visit, or mail rather than email 
as in the initial phase of the study. The limitations of this 
method are the following: (1) follow-up quite often gener-
ates only a low yield, (2) differences in responses could be 
attributable to variation in survey mode, (3) the approach 
does not offer direct information about individuals who still 
do not ultimately respond, even after extensive efforts (e.g., 
after expending increased incentives), and (4) often there is 
an increased cost of tracking down leavers, which could be 
more costly than offering an increased incentive up front 
(Boys et al., 2003).
 Although there have been several studies that investi-
gated attrition bias among young adults (Martino et al., 
2005; White and Widom, 2008) and adolescents (Smith 
et al., 1995), fewer studies have examined attrition bias in 
college students (White et al., 2006). In the present study, 
we employed two methods to study attrition bias in an In-
ternet survey of U.S. college students’ alcohol consumption. 
We focused on bias that resulted from attrition in a cohort 
study specifi cally of college freshmen. Thus, this study 
did not consider nonresponse bias as a result of baseline 
nonresponders.

 Although large-scale surveys of alcohol use in the United 
States often collect repeated cross-sectional data, the data set 
for this study comprised two years of cohort survey data (a 
baseline year in 2003 and a follow-up year in 2004). We used 
cohort data to provide two comparisons in exploring poten-
tial differences between cohort stayers and leavers (Menard, 
2002). The fi rst comparison retrospectively examined dif-
ferences between stayers and leavers on baseline data from 
2003 (Figure 1: Method I). The second comparison used all 
available data with a maximum-likelihood approach that 
contrasts baseline data from leavers to follow-up data from 
stayers, after adjusting for stayers’ baseline data (Figure 1: 
Method II).
 Our goal was to assess attrition bias using previously 
collected response data from cohort leavers using two com-
parisons. The comparisons were based on these explicit as-
sumptions: In the fi rst comparison, we assumed that baseline 
data for stayers and leavers would provide valid comparisons, 
although missing data at follow-up for leavers was of pri-
mary interest. The second comparison, which used follow-up 
data for stayers, assumed that outcomes were stable over the 
period of study (i.e., no serial effects). If there were serial 
changes in outcomes over the year of follow-up, then differ-
ences between stayers and leavers might be mistakenly attrib-
uted to effects of attrition rather than serial effects (Manning 
et al., 1993). However, by including covariates for survey 
period, we could account for serial effects among stayers in 
this comparison by allowing variation in the outcome to be 
decomposed into that related to attrition group and into that 
related to survey time point, independently of each other.

Method

Participants and procedures

 Study design. A Web-based survey was conducted as part 
of a randomized community trial of an intervention to pre-
vent high-risk alcohol consumption and its consequences on 
college campuses and surrounding communities. The meth-

FIGURE 1.    Diagram of freshmen cohort follow-up from fall 2003 to fall 2004. Method I compares leavers’ 2003 data versus stayers’ 2003 data. Method II 
compared leavers’ 2003 data versus stayers’ 2004 data, adjusting for stayers’ 2003 data.
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ods used for data collection in this study have been described 
previously (Mitra et al., 2008) and are summarized below. 
Participation in the survey was voluntary. The protocol was 
approved by the institutional review board at Wake Forest 
University School of Medicine.
 Study setting and population. In the fall of 2003 (baseline 
year) and 2004 (follow-up year), class-year stratifi ed random 
samples of undergraduate college students attending the 
10 participating universities (8 public and 2 private) were 
invited to complete a Web-based survey. A random sample 
of students was selected for each school after undergraduate 
enrollment lists were provided to the study team by each 
university’s registrar.
 Initially, posters were placed in common areas of the 
residence halls and other places on campus (student union, 
cafeteria, etc.) asking students to check their emails for an 
offer to participate in the study. Prenotifi cation postcards 
were mailed to randomly selected students selected by their 
campus email address. The postcards encouraged students 
to check their campus email addresses for an invitation to 
participate in the survey. It also informed them of a $10 
completion incentive and study institutional review board 
approval.
 The class-stratifi ed random sample of students received 
an email invitation in mid-October to complete the survey, 
which was electronically accessible on a secure Web site. 
The Web-based survey was hosted by an encrypted server. 
Students selected for the survey each received one invitation 
email message; nonresponders received up to four reminder 
email messages. Students were each sent an email message 
with a unique identifying number so that only they could 
access the survey. After students logged in to complete the 
survey, they had the option of leaving the survey incomplete 
and returning to it later. However, after the student “submit-
ted” their responses, they could not return to the survey.
 For the freshmen cohort, the Web site was shut down 
shortly after the target number of 215 freshmen (or close to 
target number) from each of the 10 schools was achieved. 
The target sample size was determined based on the statisti-
cal power for the initial study design. Students who com-
pleted the survey were sent email messages awarding them 
a $10 check paid through an electronic payment service and 
entry into a $100 cash prize lottery (one per school).
 Survey content and administration. The Web-based survey 
was developed after reviewing the Harvard College Alcohol 
Survey (Wechsler et al., 1994), the Core questionnaire (Pres-
ley et al., 1994), the Youth Survey questionnaire used in the 
National Evaluation of the Enforcing Underage Drinking 
Laws program (Preisser et al., 2003; Wolfson et al., 2004), 
DeJong’s College Drinking Survey (DeJong et al., 2006), and 
the Youth Risk Behavior Survey (Kolbe, 1990).
 The number of questions increased slightly between years 
and had between 250 and 300 items (with multiple skip 
patterns based on different responses). The survey took be-

tween 17 and 24 minutes to complete. The survey measured 
demographic variables, smoking and drinking behaviors and 
consequences experienced from one’s own drinking and from 
others’ drinking, and other risk behaviors. The survey was 
pretested by college students at campuses not participating in 
the study for clarity and length and was subsequently revised 
by the study team.

Measures

 Attrition group. Attrition groups were created based on 
two categories: stayers or leavers. Leavers were operational-
ized as those students who were in the cohort in 2003 but 
dropped out in 2004 (missing data for all survey items). An 
indicator variable for attrition group was created using 1 = 
leaver and 0 = stayer.
 Smoking outcomes. One item was used to measure the 
number of days of cigarette smoking in the past 30 days. 
This outcome was measured on an ordinal scale with seven 
response options (0 days, 1-2 days, 3-5 days, 6-9 days, 10-19 
days, 20-29 days, and all 30 days). Midpoints of response 
intervals were taken and treated continuously.
 Drinking outcomes. For the purposes of this study, two 
items were used to measure high-risk drinking: estimated 
number of days of heavy episodic drinking in the past 30 
days and getting drunk in a typical week (O’Brien et al., 
2006). Heavy episodic drinking in the past 30 days was es-
timated using the question, “In the past 30 days, how many 
days have you had FOUR/FIVE or more drinks in a row?” 
Women were asked about having four or more drinks in a 
row, and men were asked about having fi ve or more drinks in 
a row. Response options to this item were 0 days, 1-2 days, 
3-5 days, 6-9 days, 10-14 days, 15-19 days, 20-29 days, or all 
30 days. Past-30-day heavy episodic drinking was defi ned as 
drinking four or more drinks in a row for women and fi ve or 
more drinks in a row for men. Getting drunk was measured 
with the question, “In a typical week, how many days do 
you get drunk?”
 Four drinking outcomes were used in the analyses re-
ported below: (1) the estimated number of days the subject 
consumed alcohol in past 30 days calculated by taking the 
midpoints of the response intervals (same as heavy episodic 
drinking), (2) the estimated number of days of heavy epi-
sodic drinking (fi ve/four drinks in a row; gender specifi c) in 
the past 30 days calculated by taking the midpoints of the 
response intervals, (3) the number of days the subject got 
drunk in a typical week, and (4) the maximum number of 
alcoholic drinks consumed in the past 30 days on any one 
drinking occasion.
 Alcohol-related consequences. Five alcohol-related con-
sequences were considered in this study. These were mea-
sured for a subset of students who indicated they had drunk 
alcohol in the past 30 days. Students were asked the number 
of times that each consequence was experienced “while you 
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were drinking alcohol or due to your alcohol use.” These 
included the following: taken advantage of sexually, drove a 
car or rode in a car with someone under the infl uence, was in 
an automobile accident, was in a physical fi ght, and was hurt 
or injured or required medical treatment. Indicator variables 
were created for each consequence, coded as 1 = 1 or more 
times and 0 = 0 times experienced.
 Covariates. Student demographics were summarized for 
sample description. An indicator variable for gender was 
created (1 = female, 0 = male). Four indicator variables for 
race/ethnicity were created with white as the referent group 
(black, Hispanic, Asian/Pacifi c Islander, and other). Student 
age was considered as a continuous variable. An indicator 
variable for fraternity/sorority pledge/member status was 
created (1 = pledge/member, 0 = no), as well as an indica-
tor variable for residence location (1 = on campus, 0 = off 
campus).

Statistical analyses

 Sample descriptives. Student demographics were sum-
marized by attrition groups using frequency tables with 
percentages for categorical variables or means and standard 
deviations for continuous variables. Bivariate mixed-ef-
fects logistic regression was used to test if demographics 
were associated with attrition group (dependent variable). 
Within-school clustering that resulted from randomization 
at the campus level (Murray, 1998) was accounted for in the 
analyses using a random effect for school.
 Correlation of measures for cohort stayers. To investigate 
how consistent data from stayers were, Pearson correlations 
were calculated for stayers using their drinking outcomes 
data from the 2003 and 2004 surveys.
 Method I. Because we had two waves of data for the 
stayers (baseline and follow-up) and only one wave for 

leavers (baseline), we analyzed attrition patterns using two 
methods (denoted Methods I and II). In Method I, we used 
both groups’ baseline data and compared the two in bivariate 
analyses (Figure 1: Method I). Linear mixed-effects model-
ing was performed for smoking and drinking outcomes, and 
logistic mixed-effects modeling was performed for alcohol-
related consequences, unadjusted for other covariates. The 
within-school clustering that resulted from randomization 
at the campus level (Murray, 1998) was accounted for in the 
analyses using a random effect for school (range of school 
intraclass correlation was <.001 to .031).
 Method II. In Method II, we compared stayers’ data at 
follow-up with leavers’ data at baseline using multivariable 
mixed-effects modeling, after adjustment for baseline mea-
sures (Figure 1: Method II). Thus, this method used all avail-
able data from stayers and leavers with maximum-likelihood 
methods as an approach. Linear mixed-effects modeling was 
performed for smoking and drinking outcomes, and logistic 
mixed-effects modeling was performed for alcohol-related 
consequences. These models adjusted for survey year (2004 
vs 2003), condition (control or intervention school), and 
Condition × Year interaction. The focal predictor variable in 
these analyses was the binary indicator variable for attrition 
group (leaver vs stayer). Within-school clustering as a result 
of randomization at the campus level (Murray, 1998) and re-
peated measures as a result of multiple survey responses for 
the stayers were accounted for in the analyses using random 
effects for each (range of school intraclass correlation was 
<.001 to .032). Specifi c contrasts between attrition groups 
were performed to test if there were signifi cant differences 
between stayers and leavers using these models.
 General considerations. The Kenward-Roger degrees of 
freedom method was used in mixed-effects modeling (Ken-
ward and Roger, 1997; Littell et al., 2006). A two-sided p 
value < .05 was considered to be statistically signifi cant. All 

TABLE 1. Demographics by attrition group using 2003 baseline data (N = 2,144)

 “Stayers” “Leavers”
 (n = 756; 35%) (n = 1,388; 65%) Test
Characteristic % or mean (SD) % or mean (SD) statistic pa

Gender   z = -2.17 .03
 Male 40.9% 35.1%
 Female 59.2% 64.9%
Race   χ2 = 3.45, .49
 All other 4.9% 4.1% 4 df
 Asian/Pacifi c Islander 5.6% 3.8%
 Black 6.4% 7.5%
 Hispanic 3.3% 4.5%
 White 79.9% 80.0%
Age 18.4 (1.5) 18.3 (1.1) z = 1.47 .14
Fraternity/sorority member
 or pledge, yes vs no 9.3% 9.2% z = 0.72 .47
Residence location   z = -0.83 .41
 On campus 90.7% 87.7%
 Off campus 9.3% 12.3%

ap value from mixed-effects bivariate logistic regression for attrition group, adjusting for 
school clustering.
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analyses were performed using SAS v9.1.3 (SAS Institute, 
Cary, NC) and Stata v10 (StataCorp, College Station, TX).

Results

Sample descriptives

 Table 1 provides the sample demographics by attrition 
group. Of the 2,144 initial freshmen cohort students in 
fall 2003, 1,388 (65%) were lost to attrition in fall 2004 
(Figure 1). Overall, in fall 2003, 26% of the students were 
past-30-day smokers. A little less than two thirds (63%) of 
the students were past-30-day drinkers and thus were asked 
questions about alcohol-related consequences in the past 30 
days. Leavers were signifi cantly more likely to be female 
(65% vs 59% of stayers). No other demographic character-
istics were associated with attrition group (p > .10).

Correlation of drinking measures for cohort stayers

 For stayers, who responded to two surveys one academic 
year apart, all drinking-outcome measures were moderately 
highly correlated (range of r = .54-.72, p < .0001).

Bias under Method I

 Bias in smoking outcome. The average number of days 
of past-30-day smoking was signifi cantly different between 
stayers and leavers (Table 2). Leavers reported number of 

smoking days to be 1.2 days higher on average than that of 
stayers.
 Bias in drinking outcomes. All four drinking outcomes 
(i.e., estimated number of days of any drinking and heavy 
episodic drinking in the past 30 days, getting drunk in a 
typical week, and most number of drinks in past 30 days) 
were signifi cantly different for stayers and leavers (Table 2). 
The average frequency or quantity for these outcomes was 
signifi cantly higher among the cohort leavers. The estimated 
number of drinking days reported by leavers was 0.7 days 
higher than that of stayers, as was the maximum number of 
drinks on a drinking occasion in the past 30 days. Leavers 
also reported 0.5 more days on average of estimated heavy 
episodic drinking and 0.1 days more of being drunk in a 
typical week.
 Bias in alcohol-related consequences. Only one of the fi ve 
past-30-day alcohol-related consequences was signifi cantly 
associated with attrition (Table 2). A higher proportion of 
cohort leavers reported that they “got into a physical fi ght” 
at least once (stayers = 3.9% vs leavers = 6.8%, p = .03).

Bias under Method II

 Bias in smoking outcome. Similar to the results using 
Method I, leavers reported signifi cantly more days of past-
30-day smoking than stayers (Table 3). Here, leavers re-
ported 0.6 more days of smoking cigarettes on average than 
stayers.
 Bias in drinking outcomes. Again, all four drinking 

TABLE 2. Analysis using Method I of cohort leavers versus stayers (N = 2,144)

 “Stayers” “Leavers”  Test
 (n = 756; 35%)  (n = 1,388; 65%) b or statistic
Outcome % or mean (SE) % or mean (SE) ORa (df) pa

Smoking outcomes
 Estimated no. days smoking 3.05 (0.57) 4.27 (0.51) 1.23 t = 3.00, <.01
  cigarettes in past 30    2,084 df
Drinking outcomes
 Estimated no. days heavy 2.28 (0.27) 2.76 (0.23) 0.47 t = 2.28, .02
  episodic (5/4) in past 30 days    1,930 df
 No. days get drunk in 0.57 (0.07) 0.67 (0.06) 0.10 t = 2.04, .04
  typical week    2,061 df
 Estimated no. days drinking 3.43 (0.31) 4.08 (0.28) 0.64 t = 2.67, <.01
   in past 30 days    2,034 df
 Most no. drinks in past 3.87 (0.32) 4.58 (0.29) 0.72 t = 3.27, <.01
  30 days    2,074 df
Alcohol-related consequencesb

 Was taken advantage of sexually 5.4% 7.1% 1.33 z = 1.17 .24
 Drove a car under the infl uence/
  rode with a driver under the infl uence 32.4% 34.3% 1.09 z = 0.65 .52
 Automobile accident 1.3% 0.7% 0.50 z = -1.16 .25
 Physical fi ght 3.9% 6.8% 1.81 z = 2.16 .03
 Was hurt or injured/
  required medical treatment 10.5% 13.5% 1.33 z = 1.58 .11

ap value, b (unstandardized coeffi cient) from mixed-effects linear regression for smoking and drinking outcomes or odds 
ratio (OR) from mixed-effects logistic regression for consequences comparing leavers vs stayers; basked past-30-day drink-
ers only; % reporting one or more times.
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outcomes were signifi cantly different for stayers and leav-
ers after adjusting for intervention group, survey year, and 
Condition × Year interaction (Table 3). Similar to the results 
obtained using Method I, the average frequency or quantity 
for these outcomes was signifi cantly higher among the cohort 
leavers. Leavers’ reported estimated heavy episodic drinking 
was 0.4 days higher and weekly drunkenness was 0.1 days 
higher than those of stayers. The estimated number of days 
drinking in the past 30 days was 0.3 days higher for leavers 
than that of stayers, and the maximum number of drinks in 
a single occasion was 0.2 drinks higher for leavers.
 Bias in alcohol-related consequences. Results for conse-
quences using Method II were similar to those under Method 
I (Table 3). Only one of the fi ve alcohol-related consequenc-
es (“got into a physical fi ght”) was signifi cantly associated 
with attrition group (stayers = 6.1% vs leavers = 6.9%, p = 
.03). There was a marginally signifi cant difference between 
the two groups in “Was hurt or injured/required medical 
treatment” (p = .09). Point estimates of prevalence were 
higher for three of fi ve consequences for cohort leavers.

Discussion

 Accurate and unbiased estimation of alcohol-related 
outcome variables is an integral component of efforts to 
understand and prevent high-risk drinking and consequences 
related to alcohol consumption. Our fi ndings suggest that the 
gender of leavers is different from stayers; leavers generally 
have higher levels of smoking, alcohol-related behavior, 
and alcohol-related consequences; the differences between 

leavers and stayers is moderate and varies across outcomes; 
and, for some variables, the difference could translate into 
substantial bias.
 In this study, in addition to comparing demographic 
information of stayers and leavers, we used two methods 
to directly examine attrition bias on nine alcohol-related 
outcomes (four related to drinking behavior and fi ve related 
to consequences) using cohort data from college freshmen. 
Direct assessment of outcome bias using Methods I and II 
show that attrition bias is statistically signifi cant in the same 
6 of 10 outcomes: smoking, estimated heavy episodic drink-
ing, weekly drunkenness, estimated number of days drinking 
in past 30 days, most number of drinks in past 30 days, and 
reporting being in at least one physical fi ght in past 30 days.
 Although statistical testing for identifying variables 
that refl ect attrition bias identifi es 6 signifi cant differences 
of 10 variables in both Method I and II, there was also a 
strikingly consistent pattern in the direction of the effects 
using either method. In 9 of 10 outcomes reported in Table 
2 using Method I, leavers have higher levels of smoking, 
alcohol consumption, and alcohol-related incidences than 
stayers. For Method II (Table 3), the proportion is 8 of 10. 
The only variable for which the direction is reversed under 
both methods is “automobile accident,” which may be an 
artifact of the small number of automobile accidents that 
were reported in both groups (only 12 accidents at baseline 
and 10 at follow-up).
 Even including “automobile accident,” it is likely that the 
stayers and leavers differ in alcohol-related behaviors and 
consequences. Indeed, using a two-sided binomial test, the p 

TABLE 3. Analysis using Method II of cohort leavers versus stayers (N = 2,144)

 “Stayers” “Leavers”  Test
 (n = 756; 35%) (n = 1,388; 65%) b or statistic
Outcome % or mean (SE) % or mean (SE) ORa (df) pa

Smoking outcomes
 Estimated no. days smoking 3.63 (0.56) 4.27 (0.51) 1.23 t = 3.00, <.01
  cigarettes in past 30    2,231 df
Drinking outcomes
 Estimated no. days heavy 2.34 (0.26) 2.75 (0.23) 0.50 t = 2.44, .01
  episodic (5/4) drinking in past 30    2,321 df
 No. days get drunk in typical week 0.57 (0.07) 0.67 (0.06) 0.10 t = 2.04, .04
      2,408 df
 Estimated no. days drinking in past 30 days 3.76 (0.30) 4.06 (0.27) 0.64 t = 2.68, <.01
      2,404 df
 Most no. drinks in past 30 days 4.33 (0.32) 4.57 (0.29) 0.74 t = 3.39 <.01
      2,312 df
Alcohol-related consequencesb

 Was taken advantage of sexually 5.9% 7.1% 1.35 z = 1.17 .24
 Drove a car under the infl uence/
  rode with a driver under the infl uence 35.0% 34.6% 1.25 z = 1.14 .25
 Automobile accident 1.9% 0.7% 0.50 z = -1.20 .23
 Physical fi ght 6.1% 6.9% 2.01 z = 2.17 .03
 Was hurt or injured/
  required medical treatment 12.0% 13.0% 1.48 z = 1.71 .09

ap value, b (unstandardized coeffi cient) from mixed-effects linear regression or odds ratio (OR) from logistic regression 
adjusting for survey year, condition, Condition × Year interaction, and school clustering comparing leavers versus stayers; 
basked past-30-day drinkers only; % reporting one or more times.
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value for observing nine events in one direction of 10 trials, 
assuming that there is no attrition bias, is .025. Therefore, the 
binomial test of direction supports the hypothesis that leavers 
tend to have a higher level of alcohol consumption and con-
sequences, although the level of difference may be moderate 
and may also vary across different outcome measures.
 For some of the variables, the differences between stayers 
and leavers may reach levels that are of clinical interest. As 
an example, the difference between stayers and leavers in 
the maximum number of drinks reported is 0.7 (Method 
I), which represents approximately an 18% difference. The 
range of bias for the drinking outcomes was -0.46 to -0.07 
across the two methods (Groves, 2006), and for alcohol re-
lated consequences, the range of bias was -3.7% to 0.8%.
 Although we found gender differences between stayers 
and leavers, White and Widom (2008) did not fi nd gender 
differences in attrition groups in a cohort study of abused 
and nonabused children followed into adulthood. Our fi nd-
ing that leavers were proportionally more likely to be women 
seems to be opposite of what Grekin et al. (2007) found in 
a cohort of college students examining their Spring Break 
behaviors. Our results on leavers’ alcohol use seem to agree 
with those of Bailey et al. (1992), who examined attrition 
groups in a cohort of middle school adolescents, but are 
different from those of White et al. (2006), who found no 
differences in a cohort of college students required to attend 
a drug assistance program. Regarding smoking, our fi ndings 
agree with those of Cunradi et al. (2005), in that tobacco use 
was associated with increased attrition.
 Although the fi ndings in the current study provide some 
support for the position suggesting that attrition bias is gen-
erally small to moderate, our fi ndings also suggest that at-
trition biases are prevalent and should not be ignored across 
variables. It is common in survey studies, especially those 
with a large cohort, to assess more than a single outcome 
or conduct substudies within the larger study that focus on 
a few selected outcome variables. If some of the attrition 
biases in a survey that assesses multiple outcomes are large 
enough to reach a level of clinical signifi cance, then across-
the-board neglect of attrition bias might lead to biased results 
for substudies that happen to focus on these variables.
 We recommend that investigators carry out baseline com-
parisons for stayers versus leavers using logistic regression, 
as previously described by Miller and Hollist (2007). We 
also recommend that investigators have an open dialogue 
with their study team about the likelihood of the believability 
of the MAR assumption for missing data as a result of attri-
tion. If the MAR assumption is tenable, then analyses such 
as selection modeling, analyses using all available data with 
maximum-likelihood methods, or use of multiple imputation 
could be performed. Results and conclusions from these 
analyses can be compared with those from complete case 
data (i.e., stayers-only data) as one way to examine sensitiv-
ity. If conclusions are sensitive to the analysis, the sensitiv-

ity should be noted and described (Schafer and Graham, 
2002).
 The implications from this manuscript are that when 
reporting similar outcomes from a similar cohort study of 
college freshmen, researchers should be cognizant of the 
magnitude and direction of possible attrition bias. Sugges-
tions for future research include examining cohorts of other 
college students who are nonfreshmen among different class-
men or examining longitudinal studies with extended follow-
up (more than two time points) to see if the current fi ndings 
are replicated.
 There are several limitations to this study. One is that 
assumptions need to be made about how leavers would 
behave at follow-up and that being a leaver is not related to 
outcome. For Method II, statistical adjustments were made 
that included time lapse between the two survey periods 
and the effect of intervention. Thus, the validity of our fi nd-
ings would depend on the quality of the assumed modeling 
adjustments.
 An additional limitation is that the study does not inves-
tigate nonresponders to the baseline 2003 survey. Thus, this 
study investigates only sample attrition effects. The sample 
in 2003 is treated as the baseline sample in the cohort data, 
but whether this baseline sample is representative of the 
population is debatable. This study considers only leavers 
who are included in the baseline sample, which limits the 
generalizability.
 Also, this study did not look at academic success indica-
tors as a possible explanatory variable. Although we did 
collect current cumulative grade-point average in our survey, 
70% of the freshmen cohort reported not yet having a cur-
rent grade-point average at the time of survey implementa-
tion, and thus grade-point average could not be incorporated 
into the analyses. Other studies have found that students with 
lower grades had higher dropout rates (Bailey et al., 1992; 
Paschall and Freisthler, 2003).
 Finally, the study uses data collected in a college drink-
ing study using an Internet-based survey in 10 colleges 
located in the southeastern United States. Although the data 
were gathered from a reasonable level of geographically, 
demographically, and culturally diverse populations, our 
fi ndings on attrition bias may not be generalizable to larger 
populations or to issues other than alcohol consumption. The 
purpose of these analyses was to explore the issue of attri-
tion bias using a large dataset with complementary methods. 
The two methods showed congruence of empirical results. 
A practical implication of these fi ndings is that for surveys 
similar to the current study, considerations should be made 
for limiting, assessing, and correcting for attrition bias.
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